DeepPseudo: A Deep learning approach based on Pseudo values for Competing Risk Analysis
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ABSTRACT
Competing Risk Analysis (CRA), an important problem in survival analysis, aims to estimate the probability of occurrence of an event in the presence of competing events. Many of the statistical approaches developed for CRA are limited by strong assumptions about the underlying stochastic processes. To overcome these issues and to handle censoring, machine learning approaches for CRA have designed specialized cost functions. However, these approaches are not generalizable and are computationally expensive. This paper formulates CRA as a cause-specific regression problem, and proposes a simple and effective feed-forward deep neural network model, DeepPseudo, to predict the cumulative incidence function using Aalen-Johansen estimator based pseudo values. DeepPseudo models the time-varying covariate effect on cumulative incidence function while handling the censored observations. Experiments on real and synthetic datasets show that DeepPseudo obtains promising and statistically significant results compared to the previous state-of-the-art CRA approaches.

CCS CONCEPTS
- Applied computing → Life and medical sciences; - Computing methodologies → Neural networks.
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1 INTRODUCTION
Competing Risk Analysis (CRA) is a special type of survival analysis - time-to-event analysis - that aims to estimate the probability of occurrence of an event in the presence of competing events. CRA is common in medical settings [10, 16] since a patient can experience more than one type of a certain event. For example, a patient may experience death (event) at a time t from one of the following causes; cardiovascular disease, breast cancer, or kidney damage. Individuals who die of cardiovascular disease are no longer at risk of dying of breast cancer or kidney damage. These causes of failure are referred to as competing events, and the probability of these events are referred to as competing risks. CRA has received substantial attention in statistics, and machine learning literature. Popular statistical approaches [8, 12] widely used in medical settings have been extended to CRA [1, 9]. However, these models are limited by the underlying parametric, linearity, and/or proportional hazards assumptions. Recently, machine learning and deep learning models have been developed for CRA [2, 5, 6, 11, 15]. These models, designed to overcome the drawbacks of statistical approaches, can capture nonlinear relationships between covariates and the risk of an event. Among all these models, DeepHit [15] model - a deep learning approach which makes no underlying assumption on the stochastic process - has shown state-of-the-art performance for CRA. However, it consists of a very sophisticated network and relies on a specialized objective function to handle censoring - which is inherent in survival data. Moreover, it uses a large model (i.e., a large number of parameters) to achieve good predictive performance for CRA, and as a result, does not provide easily explainable results. To address these drawbacks, in this paper, we formulate CRA as a cause-specific regression analysis problem and propose a simple and effective deep feed-forward neural network based model called DeepPseudo, to estimate cumulative incidence function (CIF) [18] using Aalen-Johansen estimator based pseudo values [13]. DeepPseudo models the non-linear time-varying covariate effect on cumulative incidence function and handles the complexity of censored data by using pseudo values. We show that a small DeepPseudo model obtains similar or better results compared to existing models and its predictions can be explained by use of explanation methods such as LRP [17].

2 CRA USING PSEUDO VALUES
A survival dataset with K competing risks is a collection of time-to-event information of the patients along with their corresponding event status during a follow up period. For an individual i, competing risk data is a tuple \((T_i, \delta_i, X_i)\), where \(i = 1, \ldots, N\). \(T_i\) is the survival time and \(X_i = (X_{i1}, \ldots, X_{ip})\) is a p dimensional vector of observed covariates for the \(i^{th}\) individual. \(\delta_i\) is the event indicator, where

\[
\delta_i = \begin{cases} 
1, & \text{if the } i^{th} \text{ individual is uncensored and event occurred due to cause } j; \ j = 1, 2, \ldots, K \\
0, & \text{if the } i^{th} \text{ individual is censored}
\end{cases}
\]
Most of the CRA methods [19] model the effects of covariates on the CRA outcomes through the cause-specific hazard function or sub-distribution hazard function. The independent censoring assumption for the competing risks used in cause-specific hazard models does not hold in general, and hence, researchers have used cumulative incidence function (CIF) [13] for CRA. There is a direct relationship between cause-specific hazard rate and CIF when there is only one event of interest. In the presence of competing risks, there is no such direct relationship as the CIF depends on the crude hazard rate of all the causes of the event. Therefore, directly modeling the effect of covariates on the CIF is needed. Fine et al. [9] introduced a proportional hazard model to achieve this by using a sub-distribution hazard function. An alternative regression approach based on Pseudo values was proposed by Klein et al. [13] for directly modeling the effect of covariates on CIF. Pseudo values are calculated for both censored and uncensored subjects for all causes of an event at a specified time point. For the $i^{th}$ subject, a Jackknife pseudo value, based on the Aalen–Johansen estimate of the CIF [14], is computed for cause $k$ at time horizon $t^*$ as

$$
\hat{F}_{ik}(t^*) = n\hat{F}_k(t^*) - (n-1)\hat{F}_{k}^{-1}(t^*)
$$

where, $\hat{F}_k(t^*)$ is the Aalen–Johansen estimate of the CIF for cause $k$ based on a sample with $n$ subjects and $\hat{F}_k^{-1}(t^*)$ is the Aalen–Johansen estimate of the CIF for cause $k$ based on leave-one-out sample with $(n-1)$ subjects, omitting the $i^{th}$ subject. Pseudo values are good at handling right censored data, and thus, it has been extensively studied by other researchers [10, 16, 20].

3 OUR PROPOSED MODEL - DEEPPSEUDO

Pseudo values based approaches [7] have shown promising results for CRA but deep learning based models such as DeepHit [2] have achieved superior results as the deep models can capture non-linear relationships among covariates and the competing risks while making limited assumptions. However, DeepHit relies on a specialized objective function to handle censoring. To address this issue, we propose a deep learning model called DeepPseudo, which uses as simple deep feed-forward neural network to perform regression analysis based on pseudo values for CRA. We propose four variants of the DeepPseudo model based on how the pseudo values are calculated and how cause-specific events are modeled.

**Marginal DeepPseudo Model:** We feed the covariates as input and treat the pseudo values for the marginal CIF as the output of our deep feed-forward neural network. The outputs of this model are the cause-specific prediction of pseudo values at $M$ evaluation time points ($t_1, t_2, \ldots, t_M$).

**Conditional DeepPseudo Model:** We first divide the discrete follow-up time into $M$ intervals and calculate the cause-specific pseudo values for the conditional CIFs for $M$ intervals. We consider the intervals and causes as categorical covariates and convert them into dummy variables. In the initial interval, all the patients are considered. However, in the next intervals, some patients are not considered due to failure or censoring. Therefore, the patients might have different numbers of observations in the training data. We predict the pseudo values for all of the causes at each of the intervals. The model’s output layer has a single node (neuron), which predicts the pseudo value for the CIF for a cause at a particular time point.

**Cause-specific (CS) Marginal DeepPseudo Model:** We extend the Marginal DeepPseudo Model with cause-specific sub-networks to predict the pseudo values for each cause separately. It also has a shared sub-network to learn the shared representation of the competing events. The cause-specific sub-networks take the output of the shared network as input and predict the pseudo values for the specific causes at $M$ evaluation time points.

**Cause-specific (CS) Conditional DeepPseudo Model:** This model uses cause-specific sub-networks to predict the pseudo values for each cause separately. The input of this model is the covariates, along with a mask variable for evaluation times. The output of each cause-specific network is a single node, which is the predicted pseudo value for the causes at a particular time point.

The pseudo values can be less than 0 and greater than 1 in the presence of censoring and, thus, not interpretable. Therefore, we transform the predicted pseudo values to $[0, 1]$ range by using the clipping formula: Transformed Pseudo values = min(1, max(0, Predicted pseudo values)). We trained all the above models by minimizing the mean squared error loss function, which minimizes the squared differences between the true pseudo values and predicted pseudo values.

4 EXPERIMENTS

We evaluate the performance of our model based on the cause-specific time-dependent concordance index (C-index) by performing a set of experiments on two real-world and one synthetic dataset. We compare the performance of our proposed models with many baseline and state-of-the-art CRA models. We conduct our experiments on different censoring settings to evaluate our model’s performance in handling right censoring in the survival data.

**Datasets**

**SEER:** The Surveillance, Epidemiology, and End Results (SEER) Program provides information on cancer statistics to reduce the cancer burden among the United States. We extracted a cohort of 28366 patients out of which 23.2% died due to cervical cancer (cause 1), 8.4% died of other causes (Cause 2), and 68.4% patients are right-censored. We considered 13 features/covariates, including age at diagnosis, race, marital status, histology record, Grade, tumor size, cancer stages (TNM staging system), surgery record, cancer therapies, histology etc., for our analysis.

**WIHS:** We selected a cohort of 1164 women enrolled in WIHS [4] study who were alive, infected with HIV, and free of clinical AIDS during the study period December 1995- September 2006. The dataset contains two competing risks (Highly active antiretroviral therapy (HAART) initiation (Cause 1) & AIDS/Death before HAART (Cause 2) as well as right censoring. The dataset included the following features; the history of injection drug use at WIHS enrollment, race, age, and CD4 nadir prior to baseline.

**Synthetic data:** We generated a synthetic dataset as constructed in [15] with two competing risks. We generated the hitting times from exponentially distribution with a mean parameter depending on both linear and non-linear (quadratic) function. The dataset consists of 12 features that follow standard normal distribution. We generate 30000 observations, out of which 15000 observations are right censored. We use this dataset to examine the performance of the models in the presence of non-linearity in the dataset.

**Models Compared:** We evaluate the following models:
Table 1: Model Performance Comparisons using time dependent cause-specific C-index (mean and 95% confidence interval)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Overall GLM</td>
<td>Random Forest</td>
<td>DMGP</td>
</tr>
<tr>
<td>SEER</td>
<td>Cause 1</td>
<td>1 year</td>
<td>0.5934 ** (0.5794, 0.5975)</td>
<td>0.7026 ** (0.6836, 0.7216)</td>
<td>0.7468 ** (0.7327, 0.7610)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 years</td>
<td>0.5929 ** (0.5789, 0.5970)</td>
<td>0.7004 ** (0.6824, 0.7185)</td>
<td>0.7453 ** (0.7313, 0.7593)</td>
</tr>
<tr>
<td></td>
<td>Cause 2</td>
<td>1 year</td>
<td>0.5936 ** (0.5796, 0.5977)</td>
<td>0.7023 ** (0.6834, 0.7214)</td>
<td>0.7467 ** (0.7327, 0.7610)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 years</td>
<td>0.5925 ** (0.5785, 0.5975)</td>
<td>0.7003 ** (0.6824, 0.7185)</td>
<td>0.7452 ** (0.7313, 0.7593)</td>
</tr>
<tr>
<td>WHIS</td>
<td>Cause 1</td>
<td>1 year</td>
<td>0.5903 ** (0.5763, 0.5943)</td>
<td>0.6849 ** (0.6699, 0.7000)</td>
<td>0.7288 ** (0.7139, 0.7438)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 years</td>
<td>0.5912 ** (0.5772, 0.5953)</td>
<td>0.6854 ** (0.6705, 0.6994)</td>
<td>0.7286 ** (0.7137, 0.7436)</td>
</tr>
<tr>
<td>Synoptic</td>
<td>Cause 1</td>
<td>1 year</td>
<td>0.5925 ** (0.5785, 0.5975)</td>
<td>0.7024 ** (0.6835, 0.7215)</td>
<td>0.7468 ** (0.7327, 0.7610)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 years</td>
<td>0.5916 ** (0.5776, 0.5956)</td>
<td>0.7008 ** (0.6824, 0.7185)</td>
<td>0.7454 ** (0.7313, 0.7593)</td>
</tr>
</tbody>
</table>

- **Statistical Models**: Cause-specific Hazard Model [19], Fine and Gray Model [9], GLM (Pseudo values) [13]

Performance Metrics: In this paper, we use cause-specific time-dependent concordance index [3] for evaluating the discriminatory ability as well as the predictive accuracy of the models, which take the time-dependency of the risks into consideration. In our experiments, we compute the time-dependent concordance index [3] for GLM (Pseudo values), DMGP model, Deephit model, and DeepPseudo models. For the cause-specific hazard model, Fine & Gray model, and Random survival forest model, we use the 'cindex' function of R package 'pec' for computing the C-index.

Implementation: We created 5 sets of 5-Fold cross-validation dataset for our experiments. We maintain a constant ratio of uncensored and censored individuals in each fold. We convert the categorical variables into one-hot-encoded dummy variables. We choose the best hyperparameter setting based on the average C-index as the performance metric on the validation dataset by varying the following hyperparameters: number of hidden layers [2, 3, 4, 5, 6, 7, 8], number of nodes [32, 64, 128], dropout [0.1, 0.2, 0.3, 0.4] or i2 regularization [0.01, 0.001, 0.0001], 'selu' activation function, batch size 64 and ['SGD', 'Adam'] optimizer with a learning rate of [0.01, 0.001, 0.0001, 0.00001]. During hyperparameter tuning, we perform early stopping and choose the best model based on the minimum validation loss. We consider two competing risks in all the experiments, and calculate the cause-specific time-dependent concordance index at two evaluation times; 1 year and 5 years, which is of interest to most clinicians. We also perform pairwise statistical significant test (Tukey's HSD test) between the best DeepPseudo model and other baseline models.

5 RESULTS AND DISCUSSION

The model comparison results are shown in Table 1. For the SEER dataset, our DeepPseudo models showed statistically significant performance over all the other models except the DeepHit model in almost all the cases. Our DeepPseudo models perform similar or better than the DeepHit model in most cases. On the WHS dataset, our DeepPseudo models give significantly better performance than all the other baseline models, especially for 5 years of evaluation time. On the Synthetic dataset, our best DeepPseudo model (i.e., Conditional DeepPseudo model) showed a very promising improvement over all the other benchmarks, and the improvement is statistically significant. It is clear that the statistical models showed the worst performance on Synthetic data as these models are limited by the linearity assumptions between covariates and risks, whereas the synthetic data was generated considering the non-linear relationship. Our model and other deep models capture both the linear and non-linear relationships present in the dataset and thus perform much better. An interesting finding is that our DeepPseudo models obtain better results over the statistical GLM approach, which also uses pseudo values for CRA. Table 2 shows that our model handles the censoring in the survival data better than all the models in almost all of the different censoring settings. It is worth noting that our DeepPseudo models use around 50 thousand parameters to obtain similar or better results than the DeepHit model, which uses >1 Million parameters.

Explaining Our Model Predictions: Even though deep learning models provide accurate results, they are black-box models. Thus, it becomes challenging to use them in medical and other critical applications if their predictions cannot be understood. To address this issue, we employ Layer-wise Relevance Propagation [17] approach to explain the predictions of our proposed DeepPseudo model, i.e., we explain the covariates' contribution to the prediction. We calculate the relevance score of all the features based on the 100 best predictions and the 100 worse predictions as measured by the

Tukey's HSD test - statistically significant codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '. ' 0.1 ' ' 1, (Read 0 '***' as significant at 0% level of significance)
Table 2: Model comparisons on SEER data for different censoring settings (Cen) at 1 year evaluation time

<table>
<thead>
<tr>
<th>Cause of the Event</th>
<th>Algorithms</th>
<th>No Cen</th>
<th>1k Cen</th>
<th>2k Cen</th>
<th>3k Cen</th>
<th>4k Cen</th>
<th>5k Cen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cause 1</td>
<td>Fine &amp; Gray</td>
<td>0.7160</td>
<td>0.7186</td>
<td>0.7179</td>
<td>0.7139</td>
<td>0.7073</td>
<td>0.6929</td>
</tr>
<tr>
<td></td>
<td>RSF</td>
<td>0.7664</td>
<td>0.7652</td>
<td>0.7698</td>
<td>0.7481</td>
<td>0.7356</td>
<td>0.7157</td>
</tr>
<tr>
<td></td>
<td>DeepHit</td>
<td>0.7735</td>
<td>0.7743</td>
<td>0.7684</td>
<td>0.7529</td>
<td>0.7379</td>
<td>0.7254</td>
</tr>
<tr>
<td></td>
<td>DeepPseudo</td>
<td>0.7738</td>
<td>0.7757</td>
<td>0.7664</td>
<td>0.7575</td>
<td>0.7442</td>
<td>0.7258</td>
</tr>
<tr>
<td>Cause 2</td>
<td>Fine &amp; Gray</td>
<td>0.6105</td>
<td>0.6161</td>
<td>0.6180</td>
<td>0.6190</td>
<td>0.6281</td>
<td>0.6259</td>
</tr>
<tr>
<td></td>
<td>RSF</td>
<td>0.6826</td>
<td>0.6838</td>
<td>0.6866</td>
<td>0.6806</td>
<td>0.6856</td>
<td>0.6897</td>
</tr>
<tr>
<td></td>
<td>DeepHit</td>
<td>0.7264</td>
<td>0.7343</td>
<td>0.7326</td>
<td>0.7117</td>
<td>0.7232</td>
<td>0.6956</td>
</tr>
<tr>
<td></td>
<td>DeepPseudo</td>
<td>0.7417</td>
<td>0.7544</td>
<td>0.7415</td>
<td>0.7492</td>
<td>0.7192</td>
<td>0.6996</td>
</tr>
</tbody>
</table>

6 CONCLUSION

This paper formulates competing risks analysis as a pseudo value based regression problem and proposes simple deep feed-forward neural network based models, referred to as DeepPseudo models, to predict the pseudo values as a substitute for the cumulative incidence function. Our proposed models do not use any special cost functions or make any strong assumptions about the relationship between the covariates and risks. Our model achieves similar or better performance than the existing CRA approaches and is apt at handling censoring. In addition, our model allows the use of off-the-self explanation approaches to provide explanations to its predictions. For future work, we will work on theoretical guarantees, and conduct extensive experiments on CRA datasets with multiple causes.
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